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Motivations

• Well applied to inference of simple neural networks.

• But high complex convolutional neural networks 

(CNNs) require high accurate computation.

Approximate

multiplication

• Iterative structure can enhance the accuracy.

• Repeating basic blocks add significant cost.

• Let us reduce cost of basic blocks without 

degrading performance of CNNs!!

High 

accurate

computation

with low cost



Summary of Proposed Design
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• Truncated Mitchell 
multiplier with n1-bit 
fractions

First stage

• Truncated Mitchell 
multiplier with n2-bit 
fractions

Second 
stage

• Transfer error from 
1st stage to 2nd stage

Error term 
calculation

• Sum of outputs of 1st

and 2nd stages

Final 
output



Basics of Mitchell Algorithm (Multiplication)
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Error depends on sum of fractions.
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* rerr: relative error

How to approximate it?



Structure of Proposed Design
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1st Stage Mitchell Multiplier 2nd Stage Mitchell Multiplier

Compensated 
error in 

truncation  

Compensated 
error in 

truncation  

Output of Error Term Calculator is 

transferred to next stage 



* LOD: Leading One Detect

Error Term Calculator
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1’s 

complement 



Summary of Error Analysis
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11.1% rerrmax from 

error term using 1’s 

complement. (e.g. A=112, 

B=112→A(2)=0, B(2)=0 )



Comparison of Error and Cost
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Better rerravg

compared to other 

approximate 

multipliers

Great cost reduction 

over Booth multiplier 

when n=16 and n=32



Comparison of Accuracy on CNNs 

- 9 -

When n1=6 and n2=2, there 

is no significant accuracy 

drop in CNN models, which 

outperforms original 

Mitchell multiplier.

For n1=8, top-5 accuracy 

of ResNet-50 reaches up 

to 90.9%. 



Conclusion
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We proposes the iterative truncated logarithmic multiplication, 

and error & cost and application of CNNs are analyzed.

• Can increase performance with small cost in 
applications of approximate multiplier 

Proposed 
iterative 
truncated 

logarithmic 
multiplication

• The truncation and error term calculation of our 
design do not incur substantial impact on 
inference accuracy on CNN models

Application 
of CNNs
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